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The problem 

• Typical TCP’s maximum throughput on standard servers is low 
compared to the available capacity
• Optimised for general purpose, multi-user, bandwidth sharing mode

• Campus infrastructure is not optimised for large flows

• R&E networks need to engineer for zero packet loss
• packet loss is the curse of TCP transfers

• ~80% of network traffic is using TCP
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• Optimised tools and protocols
• i.e.: GridFTP/FDT + ScienceDMZ

• vs. basic scp, rysnc, wget

• Bypassing the campus firewalls removes the most 
typical bottleneck cause

• Fine-tuning the OS provides that extra-push…

Some solutions
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DTN service example

NREN A
NREN B
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• Dedicated hardware

• Highly-optimized software and configuration

• Optimal network topology/location
• No firewalling
• Only simple ACLs

• Bottleneck-free

• What for?
• Network troubleshooting
• Network validation
• Achievable network throughput measurement
• Test of the whole software/application/storage stack

Why using a DTN node?
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• UDP Achievable Throughput and packet loss as a function of 
the inter-packet gap (udpmon)

• Histograms of the inter-packet arrival times for UDP packets 
sent

• Investigation of lost UDP packets (udpmon)

• TCP Achievable Throughput and the number of re-
transmitted segments as a Function of TCP Buffer Size 
(iperf3)

• TCP Achievable Throughput and the number of re-
transmissions as a Function of Time (iperf3, logging 
information every 10seconds)

Other low-level diagnostics
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Network validation example
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Network topology

Trunks (multi VLANs)
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• CPU: 2 x Intel Xeon E5-2643 v3

• M/B: Supermicro X10DRT (Intel C612 chipset)

• RAM: 128 GB DDR4 2133MHz ECC

• Storage: 6 x Intel DC P3700 400GB NVMe (8xPCI-e)

• NICs
• Mellanox ConnectX-4 100GE 16 x PCI-e 3.0
• Mellanox ConnectX-5 100GE 16 x PCI-e 3.0
• Mellanox ConnectX-3 10/40GE 8 x PCI-e 3.0
• Intel X540-AT2 10GE (integrated, for user access)
• 1G IPMI (OOB)

Hardware description
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• Fast Data Transfer Service (FDT)

• GridFTP

• iperf (v2.0.8)

• iperf3 (v3.1.2)

• udpmon

• Network monitoring via MRTG/CACTI

Tools currently available
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• http://monalisa.cern.ch/FDT

• Based on an asynchronous, flexible multithreaded 
system using the capabilities of the Java NIO libraries

• Controlled through a command line interface (CLI)

• Binaries are available for all major platforms and it is 
easy to use

• Does not require root privileges to be installed

FDT

http://monalisa.cern.ch/FDT/)
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• Streams a dataset (list of files) continuously, using a managed 
pool of buffers through one or more TCP sockets.

• Uses independent threads to read and write on each physical 
device

• Transfers data in parallel on multiple TCP streams, when 
necessary

• Uses appropriate-sized buffers for disk I/O and for the 
network

• Restores the files from buffers asynchronously

• Resumes a file transfer session without loss, when needed

FDT Main Features:
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FDT tests between London and Paris
Disk-to-disk over 10Gb/s link
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• Schedule tests (Google calendar)
• 1 test at the time per node – no concurrency

• Create local user

• Collect IP source address(es)

• Create ACLs

• Perform tests

• Delete ACLs

• Remove user and clean scratch space

Current service process
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• WebDAV

• udpmon

• Storage optimisation for 100G tests

• Process automation

• AAI integration

• Web interface

• Filesender framework

• Additional nodes with different hardware

Upcoming improvements
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• Other tools/protocols?
• mdtmFTP
• UDP-based
• webDAV (planned)

• Data distribution integration?
• FTS
• PHEDEX
• RUCIO
• DIRAC (planned)

• Hardware changes?

What would you like?
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• Participate in the testing

• Trial new tools

• Provide feedback

• Contact researchengagement@geant.org

Help us to help you

mailto:researchengagement@geant.org
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Thank you! 

www.geant.org

© GEANT Limited on behalf of the GN4 Phase 2 project (GN4-2).
The research leading to these results has received funding from the European Union’s Horizon 2020 research and innovation programme under Grant Agreement No. 731122 (GN4-2).

vincenzo.capone@geant.org
researchengagement@geant.org


