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• Objective: Flow performance optimization in very high speed networks. Bring today's 
network utilization from 30% to 90%.

• G2 provides a new level of understanding of the bottleneck structure of networks and 
the interactions between bottlenecks and flows.

• Applicable to: R&N Networks (e.g., ESnet), large scale data centers (e.g., Google 
Jupiter), cloud (e.g., AWS), SDN-WAN (e.g., Google B4), Supercomputers (e.g., 
NERSC Cori), the Internet itself.

• Some examples of problems G2 can resolve: scheduling of deadline-bound flows, flow 
admission control, bandwidth tapering and bandwidth steering, flow optimization in 
multi-domain / heterogeneous networks, network baselining and predictive modeling, 
multi-resource modeling (link, storage and compute), capacity planning.

• Status:

• Technology (prototype level) demonstrated live at SC19 / SCinet. 

• Mathematics to be presented at ACM SIGMETRICS, June 2020.
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GradientGraph (G2) Analytics
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Conventional view 

[*] Van Jacobson, "Congestion Avoidance and Control," SIGCOMM computer communication review 
18, 4 (August 1988), 314–329
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Conventional view 

[*] Neal Cardwell, Yuchung Cheng, C. Stephen Gunn, Soheil Hassas Yeganeh, Van Jacobson, "BBR: 
Congestion-Based Congestion Control," ACM Queue, Dec 2016.
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• Suppose N is a network with 6 TCP flows that receive this 
rate allocation vector:                                          Mbps

• Which is the largest (elephant) flow?

Are all Elephant Flows Heavy Hitters? 
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Are all Elephant Flows Heavy Hitters? 
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Flow Gradient Graph:

Are all Elephant Flows Heavy Hitters? To the naked eye 
it is, but not when you look at it close upAre all Elephant Flows Heavy Hitters? 

• Suppose N is a network with 6 TCP flows that receive this 
rate allocation vector:                                          Mbps

• Which is the largest (elephant) flow?
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Are all Elephant Flows Heavy Hitters? To the naked eye 
it is, but not when you look at it close up

Flow Gradient Graph:

Are all Elephant Flows Heavy Hitters? 
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Are all Elephant Flows Heavy Hitters? To the naked eye 
it is, but not when you look at it close upOperational Use Case: Scheduling of Deadline-Bound 
Data Transfers 

Traditional approach is unable to help(3)Traditional approach: look at heavy hitters(2)

Goal: deliver red flow (h1-h2) by 5 am, 
two hours ahead  (1)

GradientGraph reveals the solution to 
meet the deadline-bound constraint

(4)
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Problem Scope and Relevance
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[Slide taken from Bill Johnston's talk at ASCAC19: "ESnet: Advanced Networking for Data-Intensive Science"]
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Naked eye view is nice… 
But insufficient to understand bottlenecks and flows
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Towards an intimate understanding of bottlenecks and flows
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Water at 1 mile below Mars' surface
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Networks have Bottleneck Structures... 
and they can be computed in polynomial time
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Bottleneck Structure of Google's SDN WAN B4 Network
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• Google's B4 Network: 
(from ACM SIGCOMM paper)
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• Bottleneck Structure of B4

(shortest path full mesh configuration): 

Bottleneck Structure of Google's SDN WAN B4 Network

• Google's B4 Network: 
(from ACM SIGCOMM paper)
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Theory of Bottleneck Ordering

Full details on the mathematics  
will be presented at 
ACM SIGMETRICS 2020
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ACM SIGMETRICS 2020 for full Math and Algorithms
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GradientGraph Analytics: Features and Functions

• Interactive analytical dashboards

• Computation of bottleneck structures

• Real-time traffic engineering recommendations 

• Flow / resource allocation and scheduling

• Offline capacity planning suggestions

• Network performance baselining 

• Locating routing misconfigurations 

• Replay bottleneck structures
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Experiments

• Do networks behave according to their bottleneck structure?

• Can we use GradientGraph to Optimize Flow Performance?

• Can we use GradientGraph to Perform Capacity Planning?

• Can we use GradientGraph for Network Baselining?

• Does GradientGraph work under partial information? 
(multi-domain networks or lack of full network visibility)



4th SIG-NGN Meeting 23

Do Networks Act According to the Bottleneck Structure?
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Do Networks Act According to the Bottleneck Structure?
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Do Networks Act According to the Bottleneck Structure?
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Flow Gradient Graph:

(600 flows) (500 flows) (500 flows)

Using GradientGraph to Optimize Flow Performance
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Flow Gradient Graph:
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Using GradientGraph to Optimize Flow Performance

(1) Flow to optimize
(1) Flow to optimize (1) Flow to optimize
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Using GradientGraph to Optimize Flow Performance

(1) Flow to optimize
(1) Flow to optimize (1) Flow to optimize

27% flow completion time reduction: The flow completing at 3pm will now complete before noon time.
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Can we use GradientGraph to Perform Capacity Planning?

Flow Gradient Graph:
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Can we use GradientGraph to Perform Capacity Planning?

Flow Gradient Graph:

Mathematical 
results:

Experimental 
results:

Positive 
gradients

Optimal 
upgrade
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Flow Gradient Graph:

Can we use GradientGraph for Network Baselining?
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Flow Gradient Graph:

Can we use GradientGraph for Network Baselining?

BBR - 600 flow 
aggregated behavior

BBR - single-flow 
behavior



4th SIG-NGN Meeting 41

GradientGraph Analytics: Operational Workflow

Zeek

G2 
engine
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GradientGraph Analytics: Architecture
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GradientGraph Analytics Platform

43



4th SIG-NGN Meeting 44

GradientGraph Analytics Platform
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GradientGraph Analytics Platform
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Use Cases: Towards Intelligent Networks

[*] "CERN External Network evolution for LHC Run3 and Run4"",: Edoardo Martelli, Tony Cass, CERN 
IT-CS CERN, 28th of February 2019
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Use Cases: Optimized Routing in NOTED

[*] "NOTED activity", LHCONE meeting, Edoardo Martelli, 31st of October 2018
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Use Cases: Heterogeneous Networks

[*] MultiONE presentation at LHCOPN/LHCONE Workshop Jan 2020
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Use Cases: Heterogeneous Networks

[*] The DOMA project, Simona Campana, LHCOPN/LHCONE Workshop Jan 2020
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Use Cases: Optimal Traffic Shaping

[*] HEPiX NFV, Shawn McKee, LHCOPN/LHCONE Workshop Jan 2020
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Thank you! 

Reach out to us for a demo of GradientGraph Analytics
giralt@reservoir.com, info@reservoir.com
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ESnet
100Gbps Testbed Network

Thank you to DOE/ESnet 100Gbps Testbed Network
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Backup slides
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bottlenecks

flows

bottlenecks

flows

bottlenecks

flows

flows

bottlenecks

Towards Full Network Visibility and Understanding

• Assume a network N consisting of a set of flows F and a set of 
links L.

• Assume flows control their transmission rate using TCP.

• We'd like to answer:

• What are the bottleneck links?

• What is each flow's bottleneck link?

• What is the transmission rate of each flow?

• If a flow's minimum/maximum rate constraint is increased or 
decreased by an amount 𝛅:

• How is the rate of the rest of the flows affected?

• How is the bottleneck structure of the network affected?

• If a link's capacity is decreased or increased by an amount 𝛅:

• What is the answer to the previous two questions?
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Empirical Evidence of Bottleneck Structures in TCP Networks



4th SIG-NGN Meeting 55

Empirical Evidence of Bottleneck Structures in TCP Networks
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Empirical Evidence on the Depth of the Bottleneck Structure 
and TCP Convergence Time
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GradientGraph Operational Modes
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• Three operational levels based on time granularity:

• Real time feedback loop traffic engineering (millisecs, secs)

• Operator-in-the-middle traffic engineering (hours, days)

• Network design, planning and upgrades (weeks, years)


