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Why do we need NMaaSs?

The cost and complexity of developing and integrating in-house
network management may be too high for many NRENs and
Institutions

Out-of-the-box solutions might not be suitable and might be costly

NMaaSs aims to support these users to provide an effective, efficient A
network and service management platform &
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What NMaas offers?

NMaaS simplifies intra-domain network management by providing
the infrastructure and tools for building a cloud-based, network
management system

It enables management and monitoring of client networks through
on-demand deployment of network management tools in the cloud
infrastructure

Using a multi-tenant approach, each NREN or Institution has private
access to their network and services from a highly available cloud
based platform
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Who is NMaas for?

Small and Emerging NRENs

Campuses

Small Organisations / End institutions
Distributed research projects

Other teams within the GEANT Project
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How NMaaS works?

GEANT

NMaas service provider

(ol Secure VPN
J Connection

NMaas Platform @ kubernetes

NMaas uses a secure shared cloud platform managed by the GEANT Project

Each user has a isolated tenant environment connected over a VPN to his network

Users can deploy and access network management applications via a web portal
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How can NMaaS be used?

Option 1: Organisation implementation
* Each organisation offers a platform for their participating institutions

» GEANT Project co-ordinates development and standards and provides
2nd level support for the software usage

NMaaS instance in RENATER
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How can NMaaS be used?

Option 2: GEANT Project implementation

» GEANT Project offers a centralised platform for participating NRENs
and/or their institutions (“white labelled”)

» GEANT Project co-ordinates development, standards and provides the
15t and the 2" level support for NMaasS use

https://nmaas.eu
NMaaS production instance (hosted in PSNC)

https://nmaas.geant.org
NMaas test / playground instance (hosted in GEANT)
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Who is using NMaaS?

* NRENS

 CYNET (with intent to offer the service to end institutions)
 PSNC (distributed research infrastructure)

* End institutions
* Franja Malgaja Primary School (OSFM) / ARNES

* Friedrich-Alexander-University (FAU) / DFN
« GEANT Project Team

 PMP: Performance Measurement Platform (central servers and
particular nodes)
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NMaaS Architecture

NMaa$ @ Applications  Subscriptions  Instances Domain: PL-LAB~ Settings~ & admin ~
NMaaS components 55 NA\ 9
« NMaas Platform: Tool deployment process LibreNMS Oxidized o Prometheus
Ak ko Fedr g e kO Network Adminisiration Visualized, a ek e ko

free network management system
LibreNMS is an autodiscovering Oxidized is a network device g : Power your metrics and alerting with

[ J N M a a S Po rta I : We b - b a S e d u S e r fro nt—e n d SNMP based network monitoring configuration backup ool 2 leading opesromi?ig;ce

tool

monitoring

Details Details Details Details Subscribed

) 6

* NMaas Tools: Packaged applications

Grafana

Goals o

The tool for beautiful monitering and
metric analytics

e Easy to install and use

Details

* Easily extendable with more tools

Check the GEANT website | Privacy Notice | Contact

* Federated login *{ eduG/

Both tools and NMaaS components are run in Kubernetes

Secure connectivity provided by OpenVPN
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NMaas tool deployment process

Login

Username

Login with /

< c

Prometheus

Targets
All  Unhealthy

demo-job (1/1 up)

Endpoint

http://10.1.0.1:9100/metrics

Register

8 prom-demao.pllab.nmaas.eu/targets

-

State

up

Prometheus
5

Power your metrics and alerting with
a leading open-source monitoring
solution.

Deploy

-

App container deployment

Instance name

prom-dema|

-

Domain: PL-LAB

Deploy new instance of Prometheus

Close Deploy

App running

-

prom-demo (Prometheus)

2 votes
v.2.8.0 | Apache 2.0 | WWW | Source | Issues

Monitoring Alerting

Installation progress

Subscription validation Environment creation Setting up connectivity Applying app configuration

Configuration

Base Additional Advanced

Prometheus access username
Prometheus access password *
Global scrape

158

Global evaluation

Jobs *
Scrape Metrics path
Job name*  interval * . Targets * Labels
* 18s * /metrics * P

il JE

address
and port*
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NMaaS Tools Portfolio

.. Work in progress ...
Oxidized perfSO-NAR

7N
NI

LibreNMS (2529 * esmond
Ne
* MaDDash
NV
NAV \ v * pSConfig Web Administrator

Prometheus 9

Grafana m

Users can select the tools required for their purposes and create
a customised toolset tailored for their network
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Is NMaas reliable?

* Kubernetes cluster
* Node redundancy: 3x master, 8x worker and 2 route reflectors

* |In case of a worker failure services are spawned on different worker
(minimum downtime)

 NMaaS tools data kept in external persistent volumes

e Data stored in a CEPH cluster
 Components redundancy: 3x monitor, 2x metadata server, 12x OSD

(over multiple physical servers)
e Data replication ’
* Backup strategy in place - A

e Scheduled VM backups
* Additional file and directory backups
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NMaas instance monitoring

* Infrastructure monitoring

* VM level resource utilization Prometheus Operator
* Ceph storage cluster available capacity e Prometheus

* Kubernetes cluster and services =— « Alertmanager
* NMaa$S components availability  Grafana
* NMaas tool instances availability
» Service level resource utilization

* VM and Kubernetes service logs monitoring
e Retrieval — Fluentd, Rsyslog
* Parsing, analysis and visualization — Graylog (+ Grafana)
* Storage — Elasticsearch

SIG-PVM presentation on Kubernetes and microservice monitoring
https.//wiki.geant.org/download/attachments/123795616/SIG-PMV_Dublin_July 2019 Kubernetes_and_microservice_monitoring.pdf
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K8s monitoring: Cluster

{9 88 Kubernetes / Compute Resources / Cluster -

datasource

Prometheus ~

Headlines

CPU Utilisation CPU Limits Commitment Memory Limits Commitment

CPU Requests Commitment Memory Utilisation

29.0%

Memory Requests Commitment

8.78% 16.70% 27.2% 17.95% 31.5%

CPU Usage

2019-10-22 13:32:00
0.015

velero:

1322 13:38

13:40

12:50 13:06 1324 13:26 13:28 13:30 13:32 1334 1336

13:08 13:10 1312 1314 1316 1318 13:20

12:48 12:52 1254 12:56 12:58 13:00 1302 1304

== Namespace == cert-manager == cynet == default kube-system metallb-system nmaas-system osfm pllab == pmp rbd-provisioner tools velero

CPU Quota

CPU Quota

CPU Limits %

CPU Limits

CPU Reg

CPU Usage

0.30

kube-system 43 10 0.97 6.20 15.71% 12.05 8.09%

nmaas-system 28 20 0.27 0.82 32.76% = =

tools 17 0.31 0.30 102.04% 0.30 102.04%

(-]

metallb-systemn 10 0.02 1.00 3.03% 1.00 3.03%

I

1.53%

0.02 3.05%
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K8s monitoring:

28 Nodes -

datasource

instance

Prometheus - 172.16.11.1:9700 ~

CPU Usage Load Average

100.00%

1300 1305 13:10 13:20 13:25

1305 13:10 1315 13:30 12:50 12:55

13:00

== 1m load average == 5m load average == 15m load average == logical cores

Memory Usage Memory Usage

4.7 GiB

3.7 GiB

28 GiB

1.9 GiB

954 MiB

0B

12:50 12:55 13:00

== memory used == memory buffers == memory cached == memory free

Disk I/0 Disk Space Usage

488 KiB
391 KiB k,/\k\_ s ‘/\-\, |~ ’-/\/\7_--7—-\7_ /

293 KiB

50 ms

56 GiB

40 ms

195KiB

19 GiB

98 KiB O

0B Ons 0B
12:50 12:55 13:00 1306 1310 1315 1320 1325 13:30 1335 1340 1345

12:50 12:55 13:.05 13:10 1315 13:20 1325

== dm-0read == sdaread == dm-0written == sda written sda io time dm-0 io time == ysed == available
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K8s monitoring: Namespace / User

® Kubernetes / Compute Resources / Namespace (Pods) -

datasource Prometheus = namespace nmaas-system ¥

- CPU Usage

CPU Usage

12:50 12:52 12:54 12:56 12:58 1300 1302 13:04 1306 1308 1310 1312 1314 1316 1318 1320 1322 1324 1326 1328 13:30 1332 1334 1336 13:38 1340 1342

== ingress-nmaas-system-nginx-ingress-controller-flsn2 == ingress-nmaas-system-nginx-ingress-controller-pcrpx == ingress-nmaas-system-nginx-ingress-controller-tirds == ingress-nmaas-system-nginx-ingress-default-backend-54c9ffakmff7 nmaas-gitlab-gitaly-0 nmaas-gitlab-gitlab-monitor-6df8c8586¢-gs5xv

nmaas-gitlab-postgresql 78df 7bfd6c-4gdc9 == nmaas-gitlabredis-7658556c9f-qg5xc nmaas-gitlab-sidekiq-all-in-1-7b78c87964-8lk5f nmaas-gitlab-task-runner-59c6659ff5-9dijk nmaas-gitlab-unicom-5bf 7df 74d7-xrtgz

nmaas-gitlab-gitlab-shell 777 6c6c664-vgj2v nmaas-gitlab-minio-76b6847hc8-s6irm
jani Fstolon-k: I-stolon-& I-stolonkeeper-2 == nmaas-postgresql-stolon-proxy-7658dd78b6-74q44

nmi 4bd5cd6-d7sqx nm platform-7 4b94-j76r == nmaas-portal-754797d964-pt4p5 == nmaas-postiix-fdcdfScfB-tzkrs == nm per-0 == nmaas-postgresq| per-1 == nm.

i
== nmaas-postgresal-stolon-proxy-7658dd78b6-79dix == nmaas-postgresal-stolon-proxy-7658dd78b6-x891z nm -stol 1-5058987884-fb2si == nmaas-postaresgl-stolon-sentinel-5958987884-kfd9v == nmaas-postaresgl-stolon-sentinel-5958987884-p6418 nmaas-sp-536cfBcd87-5mbg

» CPU Quota

CPU Quota

Pod

nmaas-gitlab-minio-create-buckets.1-Bc9zv 0.05

nmaas-postgresqgl-stolon-keeper-1

nmaas-postgresql-stolon-keeper-0

nmaas-sp-596cfBcdB7-5rrbg

ingress-nmaas-system-nginx-ingress-controller-tlrds

nmaas-gitlab-gitlab-shell-7776c6c664-vgj2v

- Memory Usage
Memory Usage (w/o cache)

37 GiB

nmaas-helm-6699946559-m2j66

CPU Usage CPU Requests CPU Requests %

28GiB

19GiB

954 MiB
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K8s monitoring: Ingress controller

S » NGINX Ingress controller -

Namespace nmaas-system ¥

» General

Controller Request Volume

0.031 ops

0.5reqps

0.4 regps

0.3 regps

0.2 reqps

0.1 regps

A0 AAA AR e

13:10 13:20 13:30 13:40 13:50

0 regps
13:00

Network 1/0 pressure

Controller Class  All = Controller All = Ingress All

Controller Connections

6.1

Ingress Request Volume

== NMaas-gitlab-minio
== NMaas-gitlab-unicom
== NMaas-nginx-ingress-platform

nmaas-nginx-ingress-portal

763 MiB

668 MiB

avg
0.01 regps
0.02 regps

0.00 regps
0.01 regps

Config Reloads

Average Memory Usage

Controller Success Rate (non-4]5xx responses)

99.78%

Ingress Success Rate (non-4/5xx responses)

102.00%

Config Reloads

100.00%

98.00%

96.00%

94.00%

92.00%

13:00 13:10 13:20 13:30

572 MiB

477 MiB

L

13:40

Average CPU Usage

Last Config Failed

5 No Data

avg~
nmaas-nginx-ingress-portal 100.00%
nmaas-nginx-ingress-platform 100.00%

nmaas-gitlab-minio 100.00%

nmaas-gitlab-unicom 99.66%
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Graylog ingress logs from PfSense

[DAILY] Visits per Country [DAILY] Most Popular Endpoints by Customer

+

Count
o
50

Leaflet | @ e e contributors V.

e > 0 >0
[DAILY] Request Length Mean [DAILY] Request Time STD [DAILY] Request Time Mean

L] | L] L]
fe ) a few se B > 0 ew seconds ag > 0
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[DAILY] Response Codes

Value

Top 5 values

Count

[DAILY] Most Popular vhosts

Value %

Top 5 values

[DAILY] Hits by Customer

Count Value

Top 5 values
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Is NMaaS secure?

* Client-to-Site VPN — secure user web-access to the Ul of deployec

NMaas tools m OPENVPN

 Site-to-Site VPN — secure data exchange between the devices
being monitored and NMaaS tools running in the cloud

* Routing and firewall settings on a central PfSense Firewall VM

7
Set up based on domain name and IP addresses of monitored ’
devices provided by the user |
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NMaaS VPNs setup

20

Virtual subnet assigned
to customer 1

v

I
PiSense Firewall
Default Gateway

access VPM

Site-to-Site and Client

(192.168.101.0/24) 3

MetalLB

(o]
=5

VPN client VM
192.168.99.4 - VPN Subnet

{

Gateway for Gateway for
192.165.101.0/24 192.165.101.0/24

192.168.31.200
192.168.99.5 - VPN

192.168.31.201
192.168.99.6 - VPN

192.168.31.0/24

10.1.0.1 101.02
10.1.0.0/24

Customer #1 equipment

Customer #1 clients

Pull-type
applications
Exposed by the ingress
controller

N

192.168.101.100

Push-type
applications

Postgre SOL

182.168.101.101

#
LY

AT A
NS

+ b
*» iy
# 4
T T4
LT

LioreMhsS
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NMaas Site-to-Site VPN on the user side

-
-
L 24

Equipment #1 to be monitored

.

—

Router 1 (GW)

S

Equipment #n

Static route for NMaaS subnet and
dedicated customer subnet

-

¥

On-Premise OpenVPMN
Site-to-Site Client

VPN

Option 1

Packets originating from NMaa$s
will have a source IP
in the 172.16.11.0/24 range.

MMaa$s Infrastructure

STS Connection

VPM Client Access Connection
(Access only to web interfaces)

%

21

"\\

-

Administrator workstation
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NMaas Site-to-Site VPN on the user side

-

\

~

Equipment #1 to be monitored

Static route for NMaas subnet and
dedicated customer subnet

on-Prem
Site-tod

VPN

e OpenVPN
Site Client

=

Equipment #n

Static route for NMaas subnet and
dedicated customer subnet

Option 2

Packets originating from NMaa$
will have a source IP
in the 172.16.11.0/24 range.

MNMaa$s Infrastructure

STS Connection

VPM Client Access Connection
(Access only to web interfaces)

/

22
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-

Administrator workstation
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More Information

Main GEANT web page:
» geant.org/NMaa$

Contact e-mail address of NMaaS team:
* nmaas@lists.geant.org

NMaa$S production instance:

* https://nmaas.eu
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Your feedback is very welcome

e Other use cases?
* New tools?

e Additional features?

Would you like to try NMaaS out?
Any questions?
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GEANT

Networks « Services « People

Thank you

Any questions?

tukasz topatowski / PSNC

email: llopat@man.poznan.pl
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