


1. Mirror Service - Allows selective flows in the dataplane to be duplicated and sent to the FPGA for processing.
2. Programmable Dataplane (DP) - Appends meta-data, timestamps and repackages packet for transmission to Platform code.
3. Telemetry Data L2VPN or L3VPN(IPv6) - Connect Dataplane and Platform, possibly on different High-Touch (Local and Remote) Servers.
4. Platform - Reads telemetry packets from the network and distributes information to High Touch Services.
5. Remote Server - Hosts Platform components or Services (but not a Dataplane). Telemetry data can be directed to Remote Servers.
6. Services - Reads data from the Platform and performs real-time analysis as well as inserts selected telemetry data into database.

Datapath of Customer Packet
Datapath of Mirrored Packet 
Datapath of Telemetry Packet

Low-Touch Router
IP Services

L3VPN

Telemetry Data
L2VPN or L3VPN(IPv6)

PE P 

Remote HT Server(s)

Mirror Service
1

3

Additional Scaling of 
Platform or Services

High-Touch Server

FPGA Mellanox 100G

2

DPDK Collector
Kafka

Topic 0 Topic 1 Topic N

Service 0 Service 1
TCP rate monitor Packet Loss

Offline, long-term analysis, 
reduced data rateHistogram /

Time Series

4

6

Remote HT Server(s)
Remote HT Server(s)
Remote HT Server(s)

5

Per Flow KAFKA 
Topics

Local CLI: rm -r * 



High-Touch Server

FPGA - Fast Data structures

Low-Touch Router

FPGA - Fast Data structures DPDK

CPU 
Load 
Balance

Kafka
App

App

App

App

Per 
Flow 

Topics





1 Gbp/s average flow 
rate (100 pkt window)

Per-packet rates reaching 10 
Gbit/s (line rate of the sender)



Difference in fingerprint can 
be identified visually.



Difference in behaviour can 
be identified visually
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Machine Learning
(trained with labeled data) 
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