
ZINO 2.0
THE RESEARCH NETWORK STATE

MONITOR
Morten Brekkevold

20th SIG-NOC, Helsinki 2024-05-08



WHAT IS ZINO?



WHAT IS ZINO?
Zino Is Not Openview



WHAT IS ZINO?
Zino Is Not Openview

HP OpenView is/was a behemoth. Zino is not.



WHAT IS ZINO?
Zino Is Not Openview

HP OpenView is/was a behemoth. Zino is not.
(Recursive acronyms are fun!)



WHAT IS ZINO?
Zino Is Not Openview

HP OpenView is/was a behemoth. Zino is not.
(Recursive acronyms are fun!)

A toolset that has monitored Nordic research
networks for nearly 30 years



ZINO SUITE COMPONENTS



BACK-END COMPONENTS (SNMP)
Zino state monitor

With accessible API to inspect and modify events

Traffic poller (tpoll)

Shared Tcl libraries in original implementation
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THE STATE MONITOR
Trap-directed SNMP polling:

Router reachability
Interface link state
BGP peering state
BFD session state
Juniper chassis alarms
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THE STATE MONITOR API
Text-based, stateful API (similar to SMTP)

Provides:

Insight into ongoing network events
Administrative management of events
Realtime notifications of event changes



ZINO EVENT STATES
Deliberate separation of operational and

administrative states

Port down /
Port lower down

Port flapping

Port upOperational 
states

Administrative 
states Open Closed

Working
(NOC or 2nd line working)

Waiting 
(for subcontractor)

Ignored
(will not trigger notifications)





TRAFFIC STATS
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TRAFFIC STATS
Also part of legacy Zino suite:

Traffic stats
Error reports from stats data

But we dont have time to delve into that here....



STATE MONITOR CLIENTS
ritz (Tcl/Tk)
curitz (Python)
emt (Tcl)



RITZ



CURITZ



EMT
Sends email alarms
Sends SMS alarms (via external mail-to-SMS
gateway)
Implements failover mechanism



BACK TO THE 90S
The Zino suite has been continuously developed,

deployed and maintained since the mid-90s



DEPLOYMENT
Zino is mainly developed by Sikt

Deployed at Sikt (Uninett), NORDUnet and Sunet



THE GOOD
Separation of concerns

Very stable

Few dependencies

Battle-proven (for more than 25 years)



THE NOT SO GOOD
Good luck finding Tcl programmers in 2023
Project "bus factor" is approaching zero...

proc pollSingleIf { sh ix } {

    set bpl [basePollList $sh]

    foreach v [split $bpl] {

    lappend pl [format "%s.%d" $v [expr $ix - 1]]

    lappend sl [mib oid $v]

    }

    if [catch {set res [$sh getnext $pl]} msg] {

    log [format "%s: error polling single intf %s: %s" \

        [name $sh] $ix $msg]

    return

    }

    set fres [filterLowestMatching $sl $ix $res]

    if { "$fres" == "" } {

    log [format "%s: error polling single intf %s: no match" \

[name $sh] $ix]



FAST FORWARD TO 2023
NORDUnet is sponsoring a reimplementation of Zino in

two separate work packages



WP1: STATE MONITOR RE-
IMPLEMENTATION

State monitoring is the most crucial component for
NOCs

The Zino designs are already robust

Decision: Port codebase to Python, using a
team of developers



WP1: STATE MONITOR RE-
IMPLEMENTATION

Also: Build a web-based client for the Zino API



WP2: TRAFFIC STATS
COLLECTION AND WEATHERMAP

(As presented by Jonas Hagström just a few minutes ago...)

NORDUnet members already collect traffic stats in
different ways

SNMP, Telemetry, multiple toolsets

Concentrate on aggregation of existing data from
members into a shared network map.



THE GOAL
All 5 NORDUnet members are using Zino in their
NOCs



THE GOAL
All 5 NORDUnet members are using Zino in their
NOCs

... and maybe even more?



2024 STATUS
Rewritten state monitor nearly complete

Howitz is a new web-based client to the Zino API



2024 STATUS
"Bus factor" is now closer to 5!

Zino is in active alpha release

Fully open source and available on GitHub and PyPI



WHAT'S NEXT?
What comes after Zino 2.0 is complete?



WHAT'S NEXT?

API modernization (REST + TLS encryption)?



WHAT'S NEXT?

API modernization (REST + TLS encryption)?

Optical state monitoring?



WHAT'S NEXT?

API modernization (REST + TLS encryption)?

Optical state monitoring?
... probably not ...



WHAT'S NEXT?

API modernization (REST + TLS encryption)?

Optical state monitoring?
... probably not ...

Argus integration is more likely!



ARGUS

Alarm Aggregation and correlation tool

Manages your incidents across all your monitoring
tools

A GÉANT production service
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