TcpAnalyzer

Windows TCP Analyzer

The Microsoft Windows SDK also contains a tool that can read the so called ESTATS of an open TCP connection.

When running, you get a listing of all current TCP connections. Then you can click on one and see statistics about it in a new window. You can get a
throughput history, find out where most time is spent during the connection. This is good to find out performance bottlenecks of an already running
application, without interrupting it.

Unfortunately to install this tool you need to download and install the whole SDK (the ISO image is a whopping 1.3GB), as there is no separate installation
available.

More information is available here.

Screenshots:

® TCP Analyzer Connection selection:
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® TCP Analyzer Example connection with congested path:


http://blogs.msdn.com/windowssdk/archive/2008/07/03/windows-sdk-hidden-gems-part-3-tcpanalyzer-exe-and-consume-exe.aspx
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Re-start waiting time collection

Performance Statistics

Throughput History (rate of sending. last 2 minutes)

Maximum rate since collection began: 12445744072 SGBytes/sec

FPercentage of time spent waiting for each network component

Path congestion is the most severe performance bottleneck.

Time waiting for sending application to hawve data
Time waiting for receiving application to consume data

.Tirne waiting for path to become uncongested
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(Current Slow Start threzhald [Bytes] 374417 |Duplicate acks sent
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Fieceiver window received [Bytes] FPPATH  |Spurious retransmis sion limeouts

[Fieceiver window sent [Bytes) ES70 Duplic ate segments reported by D-SACK blocks

Path Statistics Data Statistics

[Awgerage window at congestion [Bytes) TETEET] ITotaI bytes in send queus 263957
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| Segments that have timed out

® TCP Analyzer Connection with small buffers:
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Mazximum rate since collection began: 1097 MBytes/sec

Percentage of time spent waiting for each network component
Connection lifetime Last 500 ms

Time waiting for sending application to have data
Time waiting for receiving application to consume data

.Tirne waiting for path to become uncongested

FPath congestion is the most severe performance bottleneck.
Re-start waiting time collection
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Congestion window [Bytes] FI747  |Current bytes in reasssembly queus

Fieceiver window received [Bytes) FI747Y  |Spurious retransmiszion imeouts

Fieceiver window sent [Bytes] EGF0 Duplicate segments reported by O-SACK blocks
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